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Abstract: The direct Acoustic-to-Word (A2W) End-to-End (E2E) model leads to a truly E2E speech recognition system, which gets rid of lexicons or sub-word models. Nevertheless, one of the challenges hampers the wide application of A2W models is the out-of-vocabulary (OOV) or vocabulary expansion problem. This work tries to solve the OOV problem by extending the adaptability of A2W E2E models. We follow the modular training framework of E2E systems and decouple the A2W E2E model into an acoustics-to-phoneme (A2P) module and a phoneme-to-word (P2W) module before joint optimization. Benefit from the modularization, the OOV modeling techniques can be explicitly applied in the latter part. We utilized the extra text corpus for OOV data augmentation. Words are transcribed into phonemes by a pronunciation lexicon or grapheme-to-phoneme transducer (G2P). After that, the augmented OOV P2W data can be used to fine-tune the pre-trained modular system with the extended vocabulary. To alleviate the augmented data mismatch, several methods of data synthesis and model training are investigated and compared. The proposed method is applied in both CTC and attention-based encoder-decoder models and shows significant and consistent improvements in both Switchboard telephone and WSJ reading speech.
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1. introduction

Automatic Speech Recognition (ASR) aims to map acoustic sequences to corresponding word sequences. Due to the stronger modeling ability in the context and history of sequence modeling [1][2] and more labeled data, End-to-end (E2E) ASR system can directly map acoustics to words using a unified model, simplifying the ASR pipeline. Both the connectionist temporal classification (CTC) [3][4] and the attention-based encoder-decoder model [5][6] report promising performance in E2E system. Especially the direct Acoustic-to-Word (A2W) model leads to truly end-to-end speech recognition models, which gets rid of lexicons or sub-word models1 [7]. Another strong motivation for building A2W is to work on semantically meaningful representations of inference labels [8], which are words in almost all languages. In this work, we focus on A2W E2E speech recognition.

One of the challenges hampers the wide application of A2W models is the out-of-vocabulary (OOV) or vocabulary expansion problem. Due to the fixed vocabulary, A2W cannot predict OOV words. Moreover, if words appear in the training dataset rarely, they will be underfitting even if they are in the vocabulary. Similar problems exist in the vocabulary expansion problem, where hot-words or user-specific entities are hard to be added into the speech recognition engine in the A2W E2E framework. All prior works try to solve this problem by introducing separate grapheme level units into the modeling [3][9]. These works still take E2E models as a whole and do not look into the essential adaptability problem of E2E models. Furthermore, the introduced units result in implicit modeling and alignment complexities, which will be discussed in Section 2.

This work tries to solve the OOV problem by extending the adaptability of A2W E2E models. [10] proposed to decouple the A2W E2E model. In the modular training, an acoustics-to-phoneme model

---

1 Sub-word units are unavailable in some languages, e.g. Mandarin.
(A2P) and a phoneme-to-word model (P2W) are trained separately before joint optimization. Benefit from the modularization, the OOV modeling techniques can be explicitly applied in the latter part. To handle the OOV problem in A2W models, we utilized the extra text corpus for OOV data augmentation. Since the P2W module deals with mapping the phoneme sequence to the word sequence, we transcribe words into phonemes by using a pronunciation lexicon or grapheme-to-phoneme transducer (G2P). After that, the augmented OOV P2W data can be used to fine-tune the pre-trained modular system with extended vocabularies. To alleviate the augmented data mismatch, several methods of data synthesis and model training are investigated.

The proposed method is verified in both CTC and attention-based encoder-decoder models and shows significant improvement in Switchboard and WSJ corpus. Experiments show that the proposed method achieves 5% and 20% relatively WER improvements in sentences containing OOV for the in-domain and cross-domain conditions respectively.

The rest of the paper is organized as follows. In Section 2, the prior works are briefly reviewed. In Section 3, the E2E training and modularized framework are reviewed. In Section 4, the OOV data augmentation and fine-tune training strategy are proposed in detail. Experimental results and analysis are conducted on Switchboard and WSJ corpus in Section 5. Finally, we make a conclusion and look forward to future work in Section 6.

2. Relation to prior work

There are many works in the traditional systems to handle OOV problem for open vocabulary ASR task. Some works [11] detect OOV words and recognize their phonetic transcriptions. [12] goes further to identify the character sequence of OOV words using P2W conversion to generate the character sequence. The proposed method also takes phonemes as the mediator between acoustics and words. The P2W conversion is implicitly done by joint optimization in Section 3.

The E2E model is less adaptive, which makes the OOV problem harder. All prior works try to solve this problem by introducing separate grapheme level units into the modeling. [9] proposes to model words and graphemes separately using multi-task learning. Since word and character sequences for an input speech utterance are not guaranteed to be synchronized in time [13], their alignment method needs more investigation. [3] proposes to model words and graphemes in a unified softmax layer. The introduced independent assumption between a certain word and its corresponding graphemes may hurt modeling effects. Overall speaking, all prior works try to solve this problem by introducing separate grapheme level units into the modeling [3][9]. These works still take E2E models as a whole and do not look into the essential adaptability problem of E2E models. Moreover, if the training set is mismatch with the test set, although these methods do not have OOV problem, the rare words still cause confusion to these models. The problem can never be handled by just using the training data.

The proposed method is inspired by recent work in improving E2E systems. To utilize text data, [14] proposes to "back-translate" text to acoustic features, which can be used to train the E2E model. We systematically investigate this method in the OOV problem.

3. Modular Acoustic-to-Word System

3.1 Connectionist temporal classification

Connectionist temporal classification (CTC) [15] provides a direct way to calculate the posterior probability \( P(I \mid x) \) of the target sequence \( I \) given the feature sequence \( x \). In order to calculate the sequence posterior, CTC introduces an additional blank symbol to construct a many-to-one mapping \( B \) between the extended output symbol set \( L \cup \{\text{blank}\} \) :

\[
B : L \cup \{\text{blank}\} \rightarrow L
\]

Then the probability \( P(I \mid x) \) can be computed as the accumulated sum of probabilities of all possible alignment paths belong to given target label sequence:

\[
P(I \mid x) = \sum_{\pi \in B^{-1}(I)} P(\pi \mid x) = \sum_i \prod_{t=1}^{T} P(\pi_t \mid x)
\]

Due to this sequence modeling ability, CTC is one of the most popular end-to-end (E2E) model for ASR, and has shown competitively performance in acoustic-to-word systems [3][4].
3.2 Attention-based Encoder-decoder

Attention-based encoder-decoder (S2S) [5][16][17][18] is another branch of E2E model. Unlike taking the conditional independent assumption in CTC, it predicts the posterior probability of the label sequence given both the feature sequence \( x \) and the previous inference labels \( l_{1:t-1} \).

\[
P(l|x) = \prod_t P(l_t|x, l_{1:t-1})
\]

where \( P(l_t|x, l_{1:t-1}) \) is obtained by

\[
h = \text{Encoder}(x)
\]

\[
\alpha_t = \text{Attention}(q_t, h_t)
\]

\[
c_t = \sum_t \alpha_t h_t
\]

\[
P(l_t|x, l_{1:t-1}) = \text{Decoder}(l_{1:t-1}, q_{t-1}, c_t)
\]

Where \( \text{Encoder}(\cdot) \) can be LSTM or bidirectional LSTM (BLSTM) and \( \text{Decoder}(\cdot) \) can be LSTM or gated recurrent unit (GRU). Since the \( \text{Attention}(\cdot) \) calculates the weighted sum of the hidden vectors encoded from feature sequence, it can automatically learn the soft alignment between feature and label sequence.

3.3 Modular Training and Decoding Framework

Though both CTC and S2S models can directly build an acoustic-to-word system, they still have fixed vocabulary and cannot handle the out-of-vocabulary (OOV) problem. In addition, the paired acoustic-scripts corpus is needed and a huge amount of text data cannot be utilized directly in these frameworks. Therefore, we use the previously proposed modular acoustic-to-word framework [10] to build our E2E ASR system.

As shown in Figure 1, the E2E word sequence recognition is modularized as an acoustic-to-phoneme model (A2P) and a phoneme-to-word model (P2W). In this paper, A2P is trained by CTC criterion using acoustic data. Meanwhile, P2W is trained by CTC or S2S using text data.

Then modules are integrated into an A2W model by phone synchronous decoding (PSD) [19] and joint optimization.

\[
P(w|x) \approx \max_p P(w|p) \cdot \text{PSD}(P(p|x))
\]

Where \( w, p \) and \( x \) are word sequence, phoneme sequence and acoustic feature sequence, respectively.

4. OOV Words extension

As the modularized A2P model expects acoustic input, the text corpora can only be used to improve the P2W part. As shown in Figure 2, we can directly extend the output layer in P2W module to model the desired OOV words. To train these extended OOV words, we need filtering the extra text to increase the relevance, synthesizing the additional P2W data, and fine-tuning the pre-trained P2W model.

4.1 OOV P2W Data Augmentation

4.1.1 Additional Text Filter

Compared to the fully labeled speech data, extra text data are more easily to be collected. However, it is observed that OOV words are usually low-frequency words and only parts of these additional text data contain useful information. That is why we need to filter the text to increase the pertinence between the training data and OOV.

The simplest way is to select the sentences which contain the OOV words. Considering that OOV words often appear in relatively long sentences, we can also cut the sentence and only use the OOV n-
gram segments to construct the additional OOV text data. In practice, we tried both strategies and found they almost have the same ability to recover the OOVs. The result showed in the paper utilizes the full sentences for experiments.

4.1.2 Synthetic Inputs

To fine-tune the P2W model by these additional OOV text data, we need to map the word sequence into a phoneme sequence. [20] proposed an appropriate method to generate synthetic input. However, such a method is not suitable for CTC models due to the spiky predictions. We found that the phoneme sequences showed no statistical significance after PSD, so we randomly repeated phonemes one or two times and inserted the blank symbol zero to two times to simulate PSD results of the front-end CTC A2P outputs.

What's more, inspired by label smoothing [21], we can smooth the one-hot phoneme for the robust training2. The example can be seen in Table 1. We found that the smoothed CTC-PSD-phonestream will get the best performance.

Table 1: Examples of word “collision” under different synthetic input generation schemes.

<table>
<thead>
<tr>
<th>Synthetic Input</th>
<th>Example Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word</td>
<td>collision</td>
</tr>
<tr>
<td>Phonestream</td>
<td>k ax l ih zh ih n</td>
</tr>
<tr>
<td>CTC-PSD-phonestream</td>
<td>k ax ax blank blank l ih blank zh ih n n</td>
</tr>
</tbody>
</table>

4.2 OOV Data Fine-tuning

Let $\mathcal{D}$ be the ASR dataset, with phoneme distribution input after A2P and PSD and word sequence outputs pairs $(x_j, y_j)$ where $j \in \{1, 2, \ldots, |\mathcal{D}|\}$. Using the filtered text corpora and one of the proposed synthetic input creation schemes, we can get the OOV augmentation dataset $\mathcal{A}$, which is comprised of synthetic data pairs $(\tilde{x}_k, \tilde{y}_k)$ where $k \in \{1, 2, \ldots, |\mathcal{A}|\}$. We should note that OOV words are usually low-frequency words. Even though we synthesize the OOV P2W data from the extra text corpus, the filtered oov data is still relatively smaller, so generally, we have $|\mathcal{A}| < |\mathcal{D}|$. In all fine-tuning experiments, we always evaluate our model on a held-out ASR dataset $\mathcal{D}'$.

To utilize the augment dataset $\mathcal{A}$, we proposed three types of fine-tune training schemes as below:

1. **Directly fine-tune**: we adopt a small learning rate (in practice, we used $1e^{-5}$), and just only use the dataset $\mathcal{A}$ to fine-tune the P2W part of the pre-trained modular system.
2. **Alternative train**: during P2W fine-tune training, we alternate between epochs from the acoustic dataset $\mathcal{D}$ and the augmentation dataset $\mathcal{A}$.
3. **Multi-Modal**: this scheme is only adopted in S2S P2W module. Like [20], we use two encoders and one decoder to construct the S2S P2W model (shown as Figure 3). The dataset $\mathcal{D}$ and $\mathcal{A}$ are mixed together but alternately fed into different encoders in batches during the training.

The alternative training is different from multi-modal training which $\mathcal{D}$ and $\mathcal{A}$ shared the same encoder in S2S.

5. Experiments

5.1 Experimental Setup

The main data corpus used for the experiments is Switchboard (SWBD) corpus [22]. This corpus contains about 300 of hours speech. The 2000 hours Fisher transcripts and WSJ transcripts were used as the extra text corpus. The evaluation was carried out

2 smoothing one-hot example: $[0,1,0] \rightarrow [0.05,0.9,0.05]$
on the NIST Eval2000 CTS test set for in-domain experiments and WSJ dev93 data set for cross-domain experiments. 36-dimensional filterbank over 25 ms frames with 10 ms frame shift was extracted as acoustic features. Neural networks were trained by MXNet [23], Kaldi [24] and EESEN [25].

We took the phoneme CTC as the A2P module. The CTC A2P model units are 45 monophones with a blank. The baseline CTC A2P was a network with 5-layer LSTMs, and each layer has 1024 memory cells and 256 projection nodes [1]. The P2W module has two versions. The CTC P2W version was a network with 5-layer bidirectional LSTMs, and each layer contains 512 memory cells per direction. The S2S P2W version contains an encoder with 3-layer bidirectional LSTMs and a decoder with 3-layer LSTMs. Each layer of both encoder and decoder networks has 300 memory cells. Dot product attention mechanism was adopted for fewer parameters and faster training.

The size of full vocabulary \( V_f \) was 30K as the standard evaluation setup in SWBD corpus. Lots of these words occur less frequently in training data. In order to stress the OOV problem, we only predicted the words which occur more than 10 times in training set, resulting in a small vocabulary \( V_s \) with size 6805. Here in-vocabulary (IV) was defined as words in \( V_s \) and the out-of-vocabulary (OOV) meant word not in \( V_s \). During P2W training, the OOV words in train labels were replaced by a special symbol \(<unk>\). The 30k and 6.8k vocabulary size P2W model were our two baseline systems.

Word error rate (WER) was taken as the metric. To investigate on the OOV WER gain from the proposed method, we split the test dataset into two categories depending on whether all words appear in \( V_s \) or not, referred as in-vocabulary sentences (IVS) and out-of-vocabulary sentences (OOVS) respectively.

In the remaining of the paper, if not explicitly stated, we always adopt the proposed phoneme CTC as our A2P module.

5.2 OOV Extension on In-domain Eval2000

To extend the OOV words in Eval2000, we calculated the Eval2000 test set vocabulary \( V_{eval2000} \). The OOV vocabulary should be \( V_{oov} = V_{eval2000} - V_s \), with size 843, and the final extended vocabulary was \( V_{extend} = V_{oov} + V_s \), with size 7648. According to the words in \( V_{oov} \), we can get the extra text data set \( A_{oov} \) (augmented dataset, has about 64882 utterances) in Fisher corpus. The vocabulary and dataset information are shown in Table 2. In practice, we didn't extend the interjections like mhm, so the test OOV rate is not zero.

<table>
<thead>
<tr>
<th>Vocabulary</th>
<th>Size</th>
<th>OOV Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_f )</td>
<td>30275</td>
<td>0</td>
</tr>
<tr>
<td>( V_s )</td>
<td>6805</td>
<td>1.47</td>
</tr>
<tr>
<td>( V_{oov} )</td>
<td>7648</td>
<td>0.27</td>
</tr>
<tr>
<td>( V_{extend} )</td>
<td>7627</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: Vocabulary Information

Table 3 shows the performance comparison among baseline systems and proposed OOV extension systems on the in-domain test set. The 30k and 6.8k baseline systems show that specific filtering on the vocabulary may not hurt the system performance, and even can improve results by ignoring the low-frequency words.

It also shows using the augmented text data to directly fine-tune the pre-trained P2W module does not work well. It is because the augmented data is mismatch with the real A2P module output. Only using the augmented data may mislead the P2W module. Multi-modal S2S P2W module gives slight improvements while alternative training can significantly improve the performance of the P2W module on OOV sentences. These results indicate the augmented OOV text data can recover the OOV words without hurting the IV sentences WER.

5.3 OOV Extension on Cross-domain WSJ Dev93

WSJ is a well-known English clean speech database [26][27]. We adopt the WSJ dev93 part as a cross-domain test set for OOV extension experiments.
Like eval2000 dataset, we calculated the dev93 test set vocabulary to get the oov vocabulary \( \mathcal{V}_{oov}^{dev93} \), and added the small vocabulary set \( \mathcal{V}_s \) to get the dev93 extended vocabulary \( \mathcal{V}_{extend}^{dev93} \). The details of it can be seen in Table 2.

Since the training set (SWBD) and test set (WSJ) are in a different domain, the vocabulary between them have a big difference. The small vocabulary selected from SWBD training set \( \mathcal{V}_s \) gets 15.2% oov rate on dev93 test set, resulting in high WER. We used the extra text data set \( \mathcal{A}_{dev93} \) (augmented dataset, has about 60297 utterances) from the WSJ transcripts to extend the OOV words.

Table 4 demonstrates the performance comparison among baseline systems and proposed OOV extension systems on the cross-domain test set. As we do not use any acoustic data of WSJ, the WERs showed in Table 4 on dev93 are relatively higher than any other reported results. It is observed that directly fine-tune also performs bad and multi-modal is not suited to cross-domain problems. However, the alternative train method slightly improves the performance of IVS and significantly reduces the WER on OOVs. It is believed that the modular E2E system with our OOV extension method can simply and effectively handle the OOV problems across the domain.

Table 4: WER (%) comparison on WSJ dev93 with OOV Extension Fine-tune Training

<table>
<thead>
<tr>
<th>System</th>
<th>P2W Output</th>
<th>All WER</th>
<th>IVS</th>
<th>OOVs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mod. S2S</td>
<td>S2S</td>
<td>43.81</td>
<td>22.63</td>
<td>46.53</td>
</tr>
<tr>
<td></td>
<td>6805</td>
<td>41.32</td>
<td>20.42</td>
<td>44.01</td>
</tr>
<tr>
<td>+ directly fine-tune + alternative train + multi-modal</td>
<td>S2S</td>
<td>39.17</td>
<td>20.53</td>
<td>42.27</td>
</tr>
<tr>
<td></td>
<td>7627</td>
<td>35.65</td>
<td>18.95</td>
<td>37.80</td>
</tr>
<tr>
<td></td>
<td></td>
<td>40.76</td>
<td>18.53</td>
<td>47.62</td>
</tr>
<tr>
<td>Mod. CTC</td>
<td>CTC</td>
<td>39.19</td>
<td>26.21</td>
<td>40.86</td>
</tr>
<tr>
<td></td>
<td>6805</td>
<td>36.47</td>
<td>18.42</td>
<td>38.79</td>
</tr>
<tr>
<td>+ directly fine-tune + alternative train</td>
<td>CTC</td>
<td>36.92</td>
<td>17.68</td>
<td>39.40</td>
</tr>
<tr>
<td></td>
<td>7627</td>
<td>30.33</td>
<td>17.89</td>
<td>31.93</td>
</tr>
</tbody>
</table>

6. Conclusion and Future Work

In this paper, we proposed a method to extend the OOV words in E2E ASR system. Adopt modular E2E ASR framework and finetune the P2W module with extra text data. This novel design gives the system an easy way to extend the output and directly utilize the text data. It shows a slight improvement on in-domain test set and a large gain on the cross-domain OOV problem. To further investigate, our future work will concentrate more on cross-domain and domain adaptation problems.
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