Prosody Usage Optimization for Children Speech Recognition with Zero Resource Children Speech

Chenda Li, Yanmin Qian

MoE Key Lab of Artificial Intelligence
SpeechLab, Department of Computer Science and Engineering
Shanghai Jiao Tong University, Shanghai, China
lichendal996@sjtu.edu.cn, yanmingqian@sjtu.edu.cn

Abstract
Children’s speech recognition remains a big challenge for automatic speech recognition. Due to the more difficult process and higher cost on data collection, most current ASR systems are optimized only using lots of adult speech with limited or even none children’s speech. Accordingly, the acoustic mismatch between children’s and adult speech is the primary reason for the ASR performance degradation when facing children’s speech. To overcome this problem, we proposed several approaches to improve children’s speech recognition without using any children’s speech data. A better utilization strategy on prosody-based features is developed. First, pitch and prosody modification is explored in both training and testing respectively, which can significantly reduce the mismatch between two types of speech. Furthermore, joint-decoding with both the prosody modified speech and the original speech is designed to get a more robust performance on both children’s and adult speech. Experiments are evaluated on a Mandarin speech recognition task, with only 400-hour adult speech in the training. The results show that our proposed method can obtain a large gain on children’s speech, with relative ~20% WER reduction compared to the baseline, and also no obvious degradation is observed on the adult speech for the proposed system.

Index Terms: children’s speech recognition, pitch feature, prosody feature, joint decoding

1. Introduction
In recent decades, a great number of methods have been proposed for improving the performance of automatic speech recognition (ASR) system [1, 2, 3, 4]. With a large amount of training data and advanced model structure, significant progress has been made in ASR system developing. However, one challenge that still remains for modern ASR systems is children’s speech recognition. As far as we know, compared to adult ASR system, fewer efforts have been taken on children’s ASR system in previous researches.

One way to improve the ASR systems’ performance for children is introducing more children’s corpus in training [5]. Since the DNN based ASR systems [6] are driven by data, it is commonly recognized that with a larger amount of training data, the performance of ASR systems is even better. However, most of the public corpora are collected with adult speakers. Children’s corpora for ASR training is difficult to be collected, usually smaller than that of adults [7]. Another way is by reducing the acoustic mismatch between children’s and adult voice by algorithms. There are some forms of these acoustic mismatches [8, 9, 10]. The acoustic mismatch is mainly because of that children’s vocal tract is shorter than that of adults [11, 12, 13, 14]. The mismatch between children’s and adult voice leads to the performance degradation when applying the ASR system trained with an adult corpus to the children’s speech.

In most practical applications, the costs on time and resources are very large to obtain well-labeled children corpus, especially for some low-resource languages. Accordingly, in this paper, we tried to solve the challenge through the second approach mentioned above, reducing the acoustic mismatch between children’s and adult speech using algorithms.

One of the major acoustic mismatches is that children’s fundamental frequency is usually higher than that of adults [14]. Focusing on the fundamental frequency mismatch, a prosody modification method is proposed to reduce the mismatch. We perform the prosody modification method in two ways. The first approach is making prosody modification on adult training corpus, make the acoustic features closer to children’s. The second approach, on the contrary, is performing prosody modification on children’s speech directly when testing.

In practice, the above prosody modification method works well on improving children’s speech recognition performance, and a significant improvement in children’s speech recognition is obtained. However, this method also leads to performance degradation in adult speech. To overcome this shortcoming and make the system more robust, a joint decoding method is then introduced, which can further improve the system performance. The joint decoding method do not need to retrain the built system, which is flexible and low cost.

This paper is organized as follows. In section 2, the prosody features are introduced for children’s speech recognition, including the prosody modification and pitch feature. In section 3, the joint decoding architecture with different prosody modifications is designed. The detailed experimental results and analysis are described in section 4, and conclusions are finally given in section 5.

2. Prosody Feature for Children’s Speech
2.1. Motivation
As mentioned in section 1, the fundamental frequency of children’s speech is higher than that of adults. The range of adult fundamental frequency, for male is usually from 85 Hz to 180 Hz, and for female is usually from 165 Hz to 255 Hz [15, 16]. The range of children’s fundamental frequency is from about 200 Hz to 350 Hz[17]. Thus, adding prosody-related features into the system may improve system performance. In this paper, two types are explored, including prosody modification by tuning the fundamental frequency, and explicitly using the pitch
2.2. Prosody Modification

The prosody modification procedure that we use can be described as the following steps:

Firstly, by resampling the original audio signal \( f(t) \) with factor \( \lambda \), we get a new signal \( f(\lambda t) \). Denote Fourier transform of \( f(t) \) as \( \hat{f}(\omega) \). Then, the Fourier transform of \( f(\lambda t) \) can be presented as \( \lambda^{-1}\hat{f}(\lambda^{-1}\omega) \). This resampling procedure shifts frequency components and changes speech duration at the same time. For example, the fundamental frequency of adult speech can be tuned up through down-sampling the original speech, while the speech duration will become shorter. Secondly, since we assume that the speech duration of children and adults are the same, we then perform the WSOLA\[18\] procedure on the frequency-tuned signals. WSOLA is a high-quality time-scale modification algorithm based on waveform similarity, which keeps the fundamental frequency of the original signal unchanged.

In order to enhance the performance of ASR system which is trained with adult corpus to recognize children’s speech, we make the prosody modification to reduce the acoustic mismatch between adult and children’s speech. We propose two prosody modification methods to eliminate the mismatch between the adult speech in the training set and the children’s speech in the evaluation set. One is to tune up the prosody of the adult speech in the training corpus and to retrain the acoustic model with the prosody-modified corpus. The other way is to tune down the prosody of the children’s speech in the evaluation directly.

\( \text{SoX} \[19\] \) is an audio manipulation tool, and we used it to make prosody modification. For example, to tune up prosody of an utterance, we can downsample the original audio with the factor \( \lambda \) by using \texttt{speed} command of \text{SoX}. This procedure changes the length of the original signal at the same time, in other words, the speaking rate becomes higher. For the second procedure we mentioned early in this section, we use the \texttt{tempo} command provided by \text{SoX} which is implemented based on WSOLA\[18\], to modify the tempo of the audio signal while keeping the original pitch and spectral unchanged. Combining these procedures, we can finish prosody modification without changing the speaking rate.

Fig.1 shows the comparison of the spectrograms of the original adult speech and the related prosody-tuned-up speech. This utterance is randomly picked from the adult training corpus. The original speech is downsampled with \( \lambda = 1.1 \). WSOLA algorithm is then performed to make the duration the same as the original signal. From these two spectrogram illustrations, it can be observed that the pitch and formant frequencies in figure (b) are higher than those in figure (a).

2.3. Pitch Feature

The motivation of adding extra pitch features in optimizing children’s speech recognition can be expressed in two ways. (1) On the one hand, the pitch feature is a presentation for the auditory perception of tone \[20\]. In the process of prosody modification proposed in section 2.2, the prosody of speech is modified. Intuitively, extracting pitch features helps the DNN acoustic model explicitly focus more on the prosody. (2) On the other hand, in \[21\], an effective pitch extraction algorithm is proposed. In that algorithm, apart from pitch features, the probability of voicing feature and the delta-pitch feature will also be extracted. Previous works \[21, 22\] have shown that adding extra pitch features can improve the performance on tonal languages, such as Mandarin and Cantonese ASR. In this paper, children’s speech recognition with Mandarin is explored and evaluated.

3. Joint Decoding with Prosody Modification

3.1. Shortcoming of prosody modification

Prosody modification method can get a significant performance improvement on children’s speech. However, it is usually observed that there may be a performance degradation on adult evaluation set if we train the acoustic model with prosody tuned training data or modifying prosody on children’s testing speech directly. The reason may be that the prosody modification simply applied to the training set or testing set, can reduce the acoustic mismatch for children’s speech, but in contrast, it may increase the mismatch for adult speech.

3.2. Joint Decoding

To overcome this shortcoming, we propose a joint decoding architecture, which is much easier to apply to the already trained ASR system. Inspired by the previous work in acoustic system combination \[3, 23\], during evaluation, both the original speech and the prosody-modified speech are forwarded through the acoustic model as Fig.2 shows. The acoustic model generates two acoustic likelihood at the same time, then the two likelihood is combined by the weight of \( \alpha \). Denoting \( \hat{\phi} \) and \( \hat{\phi} \) as the original and the prosody tuned acoustic features, the new likelihood of DNN output can be expressed as:

\[
\hat{p}_\text{joint}(x|\hat{\phi}) = \alpha \hat{p}(x|\hat{\phi}) + (1 - \alpha) \hat{p}(x|\hat{\phi})
\]

The joint acoustic likelihood \( \hat{p}_\text{joint}(x|\hat{\phi}) \) is then passed through the standard decoding pipeline to obtain the final results. This joint decoding framework with different prosody modification can take the advantages from both the original and new speech, which can further enhance the system robustness and improve the performance for both adult and children’s speech.
4. Experiments

4.1. Experimental setup and baseline system

A 400-hour hand-transcribed Mandarin adult corpus is used to train our baseline system. There are 481K utterances with an average duration of 3 seconds in the corpus, 95% of which are used as training set and the rest 5% are used as the validation set. There are two testing sets to evaluate our proposed methods. The first testing set containing 15620 utterances of children’s speech is used to evaluate the system performance on children’s speech recognition task. The other testing set containing 8272 utterances of adult speech is used to evaluate the performance on adult speech recognition task.

Gaussian mixture model based hidden Markov models (GMM-HMM) is first trained, which consists of 9663 clustered states. Then, a forced-alignment is performed over the 400-hour corpus using the GMM-HMM model to get state level labels. The Kaldi toolkit [24] is used to build the deep neural network (DNN) acoustic models. The DNN contains 5 hidden layers with 2048 units per layer is used in DNN. The activation function is ReLU. For the input layer, 43-dimension filter bank features consisting of filter bank and pitch with delta order 2 and ±5 frame expansion is used. So the input layer in this setup contains 1419 units considering the addition of 3-dimension pitch features, which is different from the setup in section 4.1.

As Table 1 shows, assisted by the pitch feature, there is a consistent improvement on both the adult and children’s speech.

Table 1: WER (%) comparison of baseline systems with/without pitch feature on adult/child testing set

<table>
<thead>
<tr>
<th></th>
<th>Adult</th>
<th>Child</th>
</tr>
</thead>
<tbody>
<tr>
<td>baseline</td>
<td>16.26</td>
<td>29.23</td>
</tr>
<tr>
<td>+ pitch</td>
<td>15.65</td>
<td>28.66</td>
</tr>
</tbody>
</table>

4.2. Pitch feature

3-dimension pitch features, including probability of voicing feature, pitch feature and pitch-delta feature, are extracted following the recipe in [21] with Kaldi toolkit. The pitch features are combined with the 40-dimension filter bank features. Experiment setup is similar to that we mentioned in section 4.1, 5 hidden layers with 2048 units per layer is used in DNN. The activation function is ReLU. For the input layer, 43-dimension features consisting of filter bank and pitch with delta order 2 and ±5 frame expansion is used. So the input layer in this setup contains 1419 units considering the addition of 3-dimension pitch features, which is different from the setup in section 4.1.

4.3. Prosody modification on training

The prosody modification procedure that mentioned in section 2.2 is performed on the 400-hour adult corpus with factor \( \lambda_{\text{train}} = \{1.0, 1.1, 1.15\} \). Then the acoustic model trained with the prosody-modified adult corpus is evaluated on children’s speech and adult speech. The model configuration and training procedure are exactly the same as the baseline, and the performance comparison of the proposed approach using prosody modification in training is listed in Table 2.

Table 2: WER (%) comparison of the system trained with the prosody-modified training set using different \( \lambda_{\text{train}} \) parameters

<table>
<thead>
<tr>
<th>( \lambda_{\text{train}} )</th>
<th>Adult</th>
<th>Child</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>16.26</td>
<td>29.23</td>
</tr>
<tr>
<td>1.05</td>
<td>17.04</td>
<td>20.10</td>
</tr>
<tr>
<td>1.1</td>
<td>20.10</td>
<td>25.34</td>
</tr>
<tr>
<td>1.15</td>
<td>24.56</td>
<td>25.72</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Adult</th>
<th>Child</th>
</tr>
</thead>
<tbody>
<tr>
<td>+ pitch</td>
<td>15.65</td>
<td>28.66</td>
</tr>
<tr>
<td>+ pitch</td>
<td>26.47</td>
<td>25.81</td>
</tr>
<tr>
<td>+ pitch</td>
<td>26.21</td>
<td>25.28</td>
</tr>
<tr>
<td>+ pitch</td>
<td>26.13</td>
<td>25.72</td>
</tr>
</tbody>
</table>

From Table 2, it can be seen that when \( \lambda_{\text{train}} = 1.1 \), the performance of children’s speech recognition achieves the best position. However, the system trained only with prosody modified corpus suffers performance degradation while it is evaluated on adult speech. On the one hand, this phenomenon shows that the prosody modification on adult training corpus indeed works for improving children’s speech recognition. On the other hand, this simple prosody modification on training corpus leads to acoustic mismatches between real adult speech and prosody modified adult speech, which causes performance degradation on adult speech.

To reduce this degradation, the prosody modified training corpus is combined with the original training corpus, getting an 800-hour training corpus. The new system trained with the 800-hour corpus significantly reduces the impact on adult speech recognition shown as Table 3. It shows that by combining the original training corpus with the prosody modified corpus, 15% relative WER reduction can be obtained for children’s speech, and without an obvious performance degradation on adult speech.

4.4. Prosody modification on testing

Prosody modification on testing corpus is more flexible in practice. The model is not re-trained and it can be performed on
the testing directly with the original adult model. The proposed prosody modification on testing is evaluated on the original 400-hour adult trained systems. The modification factors \( \lambda_{test} = \{0.86, 0.88, 0.9, 0.92, 0.94\} \) have been compared. As Table 4 shows, the similar conclusion as that in section 4.3 is observed. The performance is significantly improved on children’s speech with prosody modification on testing speech directly, and it can achieve the best position when \( \lambda_{test} = 0.9 \). In contrast, the accuracy on adult speech degrades gradually with the reduced prosody modification factors.

### Table 4: WER (%) comparison of the prosody modification on testing speech directly. The ASR system is built on the original 400-hour adult corpus.

<table>
<thead>
<tr>
<th>( \lambda_{test} )</th>
<th>0.86</th>
<th>0.88</th>
<th>0.9</th>
<th>0.92</th>
<th>0.94</th>
<th>1.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>25.77</td>
<td>23.32</td>
<td>20.47</td>
<td>18.50</td>
<td>17.50</td>
<td>16.26</td>
</tr>
<tr>
<td>+ pitch</td>
<td>25.19</td>
<td>21.98</td>
<td>19.42</td>
<td>17.83</td>
<td>16.88</td>
<td>15.65</td>
</tr>
<tr>
<td>Child</td>
<td>27.48</td>
<td>27.07</td>
<td>26.89</td>
<td>27.00</td>
<td>27.35</td>
<td>29.23</td>
</tr>
</tbody>
</table>

#### 4.5. Joint decoding with prosody modified speech

In this subsection, the proposed joint decoding method for children’s speech recognition is evaluated. The DNN acoustic model is trained with 400-hour adult corpus. In the evaluation, the prosody modification method is first performed with \( \lambda_{test} = 0.9 \), and both the modified speech and the original speech are fed into the acoustic model. The two streams of likelihood generated from the DNN acoustic model are then combined following the method described in section 3. The decoding pipeline is the same as the baseline setup.

### Table 5: WER (%) comparison of the newly proposed methods for children’s speech recognition.

<table>
<thead>
<tr>
<th>( \lambda_{test} )</th>
<th>1.0</th>
<th>0.9</th>
<th>joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>16.26</td>
<td>20.47</td>
<td>16.53</td>
</tr>
<tr>
<td>+ pitch</td>
<td>15.65</td>
<td>19.42</td>
<td>15.85</td>
</tr>
<tr>
<td>Child</td>
<td>29.23</td>
<td>26.89</td>
<td>25.73</td>
</tr>
<tr>
<td>+ pitch</td>
<td>28.66</td>
<td>26.06</td>
<td>25.02</td>
</tr>
</tbody>
</table>

The experimental results are illustrated in Table 5, and the acoustic model is built on the original 400-hour adult corpus. It shows that the proposed joint decoding can further improve the system performance for the children’s speech when compared to the direct prosody modification on testing speech in Table 4. On the other hand, the accuracy on adult speech is also boosted, and the performance degradation compared to the baseline adult speech is very small when performing joint decoding.

#### 4.6. Evaluation summary of the proposed approaches

Finally, we tried to combine the different methods proposed in this paper to construct our best children’s speech recognition system, and the performance comparison is summarized in Table 6.

### Table 6: WER (%) comparison of the newly proposed methods for children’s speech recognition.

<table>
<thead>
<tr>
<th>System</th>
<th>WER (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adult</td>
<td>16.26</td>
</tr>
<tr>
<td>Child</td>
<td>29.23</td>
</tr>
<tr>
<td>+ pitch</td>
<td>15.65</td>
</tr>
<tr>
<td>++ prosody modified on test</td>
<td>26.06</td>
</tr>
<tr>
<td>+++ joint decoding</td>
<td>25.02</td>
</tr>
<tr>
<td>++ prosody modified on train</td>
<td>24.93</td>
</tr>
<tr>
<td>+++ joint decoding</td>
<td>23.71</td>
</tr>
</tbody>
</table>

The results show that all the newly proposed approaches can improve children’s speech recognition significantly. Different methods utilize the prosody knowledge on the different levels, and these individual techniques can be combined to get a further improved system. Our final system can obtain a large gain on children’s speech, with relative \( \sim 20\% \) WER reduction, and still keeps the same high-performance on adult speech compared to the baseline.

## 5. Conclusions

In this paper, we explored several ways on the prosody usage to improve the speech recognition system on children’s speech, only using the adult data in training. A better utilization strategy on prosody-based features is developed. First, pitch and prosody modification is explored in both training and testing respectively, which can significantly reduce the mismatch between two types of speech, and an obvious improvement in children’s speech can be obtained. Furthermore, joint-decoding with both the prosody modified speech and the original speech is designed to get a more robust performance on both children’s and adult speech. The final system, built with all the proposed technologies, can obtain a large improvement on Mandarin children’s speech recognition, and also no obvious degradation on WER is observed for adult speech.
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